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Targets for future laser-fusion ignition experiments
will consist of a frozen deuterium-tritium ice layer ad-
hering to the inner surface of a spherical shell, and the
specifications for the inner surface quality of this ice
layer are extremely demanding. We have developed a
numerical raytrace model in order to validate backlit
optical shadowgraphy as an ice-surface diagnostic, and
we have used the code to simulate shadowgraph data
obtained from mathematical ice layers having known
modal imperfections. We find that backlit optical shad-
owgraphy is a valid diagnostic of the mode spectrum of
ice-surface imperfections for mode numbers as high as
80 provided the experimental data are analyzed appro-
priately. We also describe alternative measurement tech-
niques, which may be more sensitive than conventional
backlit shadowgraphy.
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I. INTRODUCTION

Ignition of thermonuclear burn in inertial confine-
ment fusion ~ICF! experiments1 will require extremely
precise control of many laser and target parameters. Tar-
gets currently envisioned for ignition experiments at the
National Ignition Facility ~NIF!, a 192-beam laser under
construction at Lawrence Livermore National Labora-
tory ~LLNL!, consist of a frozen deuterium-tritium ~D-T!
ice layer adhering to the inner surface of an ablator shell.

The specifications for the inner surface quality of this
ice layer are extremely demanding.2,3 In order to achieve
ignition on NIF, the D-T ice layer must be well charac-
terized. In some target designs, the ablator shell is trans-
parent to visible light, greatly facilitating ice-surface
characterization, while in other designs the ablator shell
is opaque.1–3 Formation of suitably smooth ice layers in
opaque shells will rely heavily on the experience gained
from characterization of ice layers in transparent shells.
Optical metrology of ice layers in transparent shells will
therefore be critical to achieving ignition on NIF regard-
less of whether or not the ablator material is transparent,
and reliable diagnostics are required.

Currently, the primary optical diagnostic of D-T ice
surface quality in spherical shells is backlit shadow-
graphy,4 and the geometry of this technique is shown in
Fig. 1. In this technique, light which is totally internally
reflected from the inner ice surface is imaged in trans-
mission as a bright band, and the power spectrum of the
radial variations of the bright-band position is assumed
to be equal to the power spectrum of the ice surface
radial profile in the great-circle plane perpendicular to
the shadowgraph optical axis. The one-dimensional root-
mean-square ~rms! roughness is obtained by summing
the power spectrum coefficients.

The details of how the bright band maps to the inner
ice surface are complex and depend on many factors.
Earlier raytracing work examined the behavior of the
bright-band position in the presence of localized surface
imperfections, and found that the correlation depends on
the height and curvature of the imperfection.5 However,
in general, a first-principles mathematical analysis is in-
tractable, and raytracing utilizing localized surface im-
perfections does not obviously illuminate the general case
of many coupled surface modes. In the present work we
therefore take a different approach; we ignore the details*E-mail: koch1@llnl.gov
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of how the local bright-band position correlates to indi-
vidual imperfections, and instead we use exact numeri-
cal raytracing to examine how well the overall power
spectrum derived from the bright-band analysis corre-
sponds to the actual ice surface power spectrum inside
the spherical shell. This approach directly addresses the
validity of backlit shadowgraphy, since ignition capsules
will ultimately be qualified against specifications on the
basis of power spectra and rms measurements.

We considered experimental characterization of a fab-
ricated surrogate capsule as an approach to validating
shadowgraphy, but this approach presents significant dif-
ficulties. First, one must rely on calibrations from a sep-
arate inner-ice-surface diagnostic, which is known to be
more reliable than shadowgraphy, and no such diagnos-
tic exists over the full range of mode numbers accessible
with shadowgraphy; raytracing through simulated cap-
sules eliminates this problem by allowing mathematical
ice surfaces to be specified to arbitrary precision. Sec-
ond, an experiment would only allow validation with a
single surrogate ice-surface profile, and other profiles
would require separate surrogate shells to be fabricated;
raytracing provides infinite flexibility for choice of
simulated ice-surface parameters. Third, a diagnosable
fabricated capsule would necessarily have different char-
acteristics than a real ignition-qualifiable cryogenic ICF
capsule ~and would likely need to be a noncryogenic
multilayer hemisphere!, and the impact of these differ-
ences upon the conclusions of the experiments could not
be known without raytracing to verify that the differ-
ences are quantifiable. Finally, a simulation capability
allows alternative optical diagnostic techniques to be
investigated and compared against shadowgraphy, and
allows for detailed analysis of any subtleties which might
arise.

We have therefore developed a nonsequential nu-
merical raytrace code, SHELL3D, in order to address

this issue.6 With SHELL3D, we generate simulated ice
surfaces with specified spherical-harmonic modal im-
perfections, and we produce simulated shadowgraphs
which are interpreted with the same data analysis code
used to interpret real experimental data. We find that
shadowgraph-derived power spectra are reliable indica-
tors of ice surface power spectra and total rms out to
Fourier mode numbers as high as 80 provided the radial
position of the bright band is defined with an appropriate
fitting algorithm. We also find that the position fit pre-
viously used to define the bright band position in exper-
imental data produces erroneously high power in the
higher modes and overestimates the total rms by factors
as large as 2; as a corollary, we find that experimentally
produced ice surfaces are smoother than were once be-
lieved. Finally, we find that experimental diagnostic im-
provements may be obtained by changing the illumination
geometry and analyzing other shadowgraph features and
that enhanced information may be obtained by utilizing
backlit transmission interferometry instead of simple
backlit imaging. The results have significantly improved
our understanding of how D-T ice surfaces may be char-
acterized in order to qualify them for ICF experiments
on NIF.

II. SIMULATING BACKLIT IMAGING DATA
WITH SHELL3D

We begin by describing the operation of SHELL3D.
The simulated capsule geometry is shown in Fig. 2. In
SHELL3D, the outer and inner shell surfaces are defined
as perfect cocentered spheres, and the inner ice surface

Fig. 1. Schematic of backlit shadowgraphy, illustrating how
light totally internally reflected from the inner ice sur-
face forms a bright band in transmission. Other ray
groups form weaker inner bands near the bright band;
these inner bands appear concentric and nearly circular
when the ice surface is very smooth.

Fig. 2. Schematic of the raytracing geometry used in
SHELL3D. The simulation is nonsequential in that each
ray can reflect from or transmit through the surfaces
in any order before leaving the capsule and being
back-traced.
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is defined as the sum of real-valued spherical harmonics
with arbitrary values of l and m:
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where R1 is the A0,0 coefficient, and the associated Leg-
endre functions Pl,m are defined by the usual recursion
relations.7,8 The outer ice surface is assumed identical to
the inner shell surface, and the code does not permit
topological changes such as cracks or gaps between the
outer ice surface and the inner shell surface. Further-
more, each layer is assumed homogeneous and nonpolar-
izing. The x-axis in Fig. 2 is typically used for defining u
in the spherical harmonics, and all results discussed in
this paper use this orientation. The assumption of a per-
fect shell is justifiable on the basis of rms shell rough-
ness values which are ;100 times smaller than rms ice
roughness values, both in ignition-acceptable target de-
signs and in currently achievable surface qualities.3 Fi-
nally, the neglect of features such as cracks and gaps is
necessitated by the analytical approach of our SHELL3D
model but is also justified by consideration that such
features would primarily serve as local scattering sites,
affecting the qualitative appearance of the images with-
out causing significant deviations in ray trajectories. Large
cracks and gaps are easily seen in experiments and are
indicative of an ice layer which is very poor.

SHELL3D is essentially an analytical nonsequential
raytracing code; starting from an initial source point ~x0,
y0, z0! and an initial ray vector ^a, b, c&, the intersection
point ~x1, y1, z1! with the outer surface F~x, y, z!" 0 is
determined by substituting the parametric equations
F~x0 ! at, y0 ! bt, z0 ! ct ! " 0 and solving for t. The
transmitted and reflected ray vectors are determined based
on the incident vector, the surface normal ¹F~x1, y1, z1!,
and the indices of refraction. The choice of reflection or
transmission is probabilistic based on the ray polariza-
tion, angle of incidence, and indices of refraction; the
process then repeats from the new point and ray vector,
and continues until the ray leaves the capsule. Several
features and subtleties are important to note:

1. The choice of spherical-harmonic recursion rela-
tions can have a significant impact on the numerical ac-
curacy of the code, and, in particular, it is easy to generate
spurious high-frequency structure near the poles ~u ' 0
and p! when using recursion relations that involve the
term !1#cos2 u in the denominator. We have taken care
to eliminate these instabilities from our algorithms, which
arise from round-offs and divide-by-zero errors.

2. The polarization of each ray is randomly chosen
and fixed as S or P. In fact, the polarization with respect
to the local surface will generally evolve as the ray prop-
agates through the capsule if the inner ice surface is not
spherical. This effect is not treated in the code, but the
practical result of this simplification will be negligible
for nearly smooth surfaces.

3. A wrapped transmitted phase map is generated
along with the image array, and this map can be post-
processed by phase-unwrapping software in order to gen-
erate a transmitted wavefront map, as will be discussed
in Sec. IV.

4. The maximum number of surfaces each ray can
intersect is 16. This is sufficient to pass all forward-
scattered, twice-reflected rays.

5. The effective imaging lens is perfect and has no
distortion but can be specified to have an effective point-
spread function. In all cases discussed here, the imaged
plane is the midplane of the capsule.

6. For the spherical surfaces, intersection points are
determined analytically; there are generally two roots
for each intersection, and the correct choice can be de-
termined logically. For the spherical-harmonic surface,
there are an unknown number of intersection points which
cannot be determined analytically and which fall in an
unknown order. For this surface, the code instead prop-
agates the ray forward in small incremental steps in the
region of the inner ice surfacea until the first root is
passed; this bounds the position of the root, which is
then determined iteratively using an implementation of
Brent’s algorithm.8

The output shadowgraph array is a 1024 $ 1024
pixelized image, which can be analyzed as if it were
real data by the same analysis code, LAYER ~Ref. 9!,
which is used to analyze experimental bright-band data.
For comparison to the bright-band-derived power spec-
trum and surface rms calculated by LAYER, a sepa-
rate code calculates the actual radial variations of the
mathematically generated ice surfaceb as a function of
u in the great-circle plane perpendicular to the shadow-
graph axis, and Fourier-transforms DR~u! to obtain a
one-sided power spectrum. In both cases, the Fourier-
mode coefficients sum to the square of the rms surface
deviation in one dimension, which in turn can be related

aThe region of the inner ice surface is defined by two spheres
which entirely contain the ice surface profile; raytracing within
this region must be done carefully to avoid possible errors
caused by multiple intersection points.
bWe calculate the great-circle-plane, one-dimensional power
spectrum numerically using the same spherical-harmonic al-
gorithms which are used in SHELL3D; this approach mini-
mizes the potential impact of numerical errors in the algorithms
on the comparison with the bright-band-derived power spectra.
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to the two-dimensional rms power spectrum most rele-
vant to ICF ignition capsule simulations.10

All codes currently run on DEC 8400 computers.
The CPU time required to produce simulated images
through two-dimensionally rough ice surfaces with
SHELL3D scales approximately as L2, where L is the
maximum cutoff mode number. Good signal-to-noise
ratios ~.10 throughout the full field of view! for L" 40
can be obtained after ;750 CPU hours. For such large
problems, multiple versions of SHELL3D can be run
simultaneously using different random number seeds, and
the results can be added to minimize the actual clock
time required.

III. SHELL3D VALIDATION OF D-T ICE DATA

We described preliminary results obtained using a
simplified rotationally symmetric version of SHELL3D
in an earlier paper6; here we describe more recent results
we obtained using the full capabilities of the code to
validate real experimental D-T data. In these simula-
tions, we specify the spherical-harmonic mode coeffi-
cients 6Al,m6 to be functions of l only, but with randomly
chosen signs for each value of l and m, and we use sev-
eral functional scalings for 6Al,m6~l ! in order to vary the
one-dimensional power spectrum and total rms. In the
simulations described in this section, we assume an iso-
tropically emitting, nonpolarized, incoherent, broadband
diffuse backlight source which subtends f04 as viewed
from the capsule center; this is comparable to current
experimental configurations. In all cases, we image the
midplane of the capsule with an f04 lens having a 3-mm-
diam ~full width at half-maximum intensity! point-
spread function.

Shadowgraph analysis is performed with LAYER
~Ref. 9!, the code which is also used to analyze ex-
perimental bright band data. In this analysis, the radial
position of the bright band can be defined by a steepest-
slope fit to either edge of the bright band or by a Gauss-
ian centroid fit to the center of the bright band. The
inside edge fit has historically been used to analyze ex-
perimental data while the Gaussian fit was only recently
implemented. LAYER outputs a linearly unfolded bright-
band curve and a one-dimensional bright-band-derived
power spectrum in units of pixels-squared. The bright-
band-derived power spectra can then be converted to
units of mm-squared using the known scaling of the shad-
owgraph data for direct comparison to the known input
ice-surface power spectrum.

Figures 3a and 3b show two simulated shadow-
graphs from SHELL3D, both of which assume a 1-mm-
diam capsule with a 10-mm-thick plastic shell and a
100-mm-thick D-T ice layer. Figure 3a specifies ten modes
of one-dimensional ~rotationally symmetric about the
x-axis in Fig. 2! surface structure, while Fig. 3b specifies

ten modes of two-dimensional surface structure with a
comparable value for the total rms. Figures 3c and 3d
show the power spectra of the actual ice surface profiles
from Figs. 3a and 3b, respectively, together with bright-
band-derived power spectra using both the edge fit and
the Gaussian fit to define the bright-band position.

Several features are important to note in these fig-
ures. First, both the edge fit and the Gaussian fit to the
bright-band position in the rotationally symmetric case
of Fig. 3c yield bright-band-derived power spectra which
are in excellent agreement with the known input spec-
trum over the ten modes which are actually present, but
the edge fit diverges from the input spectrum for mode
numbers.10 while the Gaussian-fit power spectrum falls
rapidly above mode 10, in agreement with the input
spectrum. This behavior is generally reproduced in the
two-dimensional example in Fig. 3d; however, the bright-
band-derived power spectra do not match the input spec-
trum as well over the first ten modes using either fit
algorithm. We have found this to be a general feature of
the two-dimensionally rough surfaces we have modeled
and analyzed, and it represents a difference from the
rotationally symmetric results reported earlier.6 This
poorer peak-by-peak agreement likely results from polar-
angle averaging ~in the z-direction of Fig. 2!, which has
a much stronger effect in the two-dimensionally rough
case than in the rotationally symmetric case, and is dom-
inated by the effective f0# of the diffuse backlight, as
will be discussed below. We return to the reasons for the
generally poorer agreement between the input spectra
and the edge-fit bright-band spectra later in this section.

Recent experimental D-T ice data11 have shown
;1.5 mm total rms roughness ~modes 1 to 60! and
;0.5 mm rms roughness for modes 3 to 60, using beta
layering in a 2-mm-diam capsule with a 30-mm-thick
shell and a 200-mm-thick ice layer. These data were an-
alyzed using a Gaussian centroid fit to define the bright-
band position, and the results are significantly smoother
than earlier data12 ~analyzed with an edge fit to define
the bright-band position! appeared to indicate. We show
here that the current results are almost certainly correct,
and that the earlier results were in error because the edge
fit analysis yields spurious high-mode power.

Figure 4a is an experimental shadowgraph of a D-T
ice layer in a cryogenic capsule,11 and Fig. 4b shows
bright-band-derived power spectra from both the Gauss-
ian centroid fit and the edge fit. The edge-fit power spec-
trum clearly shows higher power in the higher modes,
and has an rms which is 86% higher. As noted above, the
Gaussian centroid fit spectrum was expected to be cor-
rect based on earlier simulation results.6 In order to ver-
ify this conclusion for the present case, we performed
two simulations, which are shown in Figs. 4c and 4e.
The first simulation is derived from a mathematical ice
surface ~with the same capsule and ice thickness param-
eters!, which was specified to have a known power spec-
trum that nearly matches the Gaussian-fit spectrum from
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Fig. 4b over the first 40 modes; the second simulation is
derived from a mathematical ice surface ~again with the
same capsule and ice thickness parameters!, which was
specified to have a known power spectrum which nearly
matches the edge-fit spectrum from Fig. 4b over the first
40 modes. Qualitatively, the shadowgraph in Fig. 4c ap-
pears fairly smooth, whereas the shadowgraph in Fig. 4e
appears substantially more mottled than the experimental
ice surface shown in Fig. 4a. This suggests that the exper-
imental ice surface cannot be as rough as the edge-fit spec-

trum would indicate; this is quantitatively supported by
the results from analysis of the two simulated shadow-
graphs, which are shown in Figs. 4d and 4f respectively.
In both cases, the Gaussian-centroid fit to the bright-band
position matches the input spectrum very well, with total
rms errors ,35%, while in both cases the edge-fit to the
bright-band position seriously overestimates the power in
modes .1 and overestimates the rms by factors of 1.5
to 2. We have reached similar conclusions from all other
simulations we have analyzed; we therefore conclude

Fig. 3. ~a! Simulated shadowgraph of a rotationally symmetric ice surface with ten L-modes of asymmetry; ~b! simulated
shadowgraph of a two-dimensionally rough ice surface with ten LM-modes of asymmetry; ~c! great-circle ice surface
power spectrum for the simulation of Fig. 3a together with edge-fit and Gaussian-fit bright-band power spectra;
~d! great-circle ice surface power spectrum for the simulation of Fig. 3b together with edge-fit and Gaussian-fit bright-
band power spectra.

Koch et al. OPTICAL DIAGNOSTICS FOR ICF EXPERIMENTS

FUSION SCIENCE AND TECHNOLOGY VOL. 43 JAN. 2003 59



Fig. 4. ~a! Experimental shadowgraph of D-T ice; ~b! Edge-fit and Gaussian-fit bright-band power spectra from the data of
Fig. 4a; ~c! simulated shadowgraph of an ice surface with a great-circle ice surface power spectrum nearly equal to the
Gaussian-fit bright-band power spectrum from the experimental data over the first 40 modes; ~d! great-circle ice surface
power spectrum for the simulation of Fig. 4c together with edge-fit and Gaussian-fit bright-band power spectra;
~e! simulated shadowgraph of an ice surface with a great-circle ice surface power spectrum nearly equal to the edge-fit
bright-band power spectrum from the experimental data over the first 40 modes; ~f ! great-circle ice surface power
spectrum for the simulation of Fig. 4e together with edge-fit and Gaussian-fit bright-band power spectra. The shadow-
graph image intensity scales have been adjusted to show the bright band and inner bands more clearly.
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that the Gaussian-centroid fit to the experimental data is
essentially correct and that the edge fits used to analyze
older experimental data were consistently overestimat-
ing both the higher-mode power and the total rms.

There appear to be two reasons for the poor accu-
racy of the edge-fit analysis algorithm. First, the edge fit
appears to be more susceptible to noise in the data, re-
sulting in large spurious variations in the fitted position
of the bright band. This is clear from Fig. 5, which shows
a known great-circle ice surface profile for a ten-mode
two-dimensionally-rough simulation ~that of Fig. 3b! to-
gether with linearly unfolded shadowgraph bright bands

and the corresponding Gaussian- and edge-fit profiles.
The edge fit clearly shows spurious power in higher
modes, which is not actually present in the simulated ice
surface, while the Gaussian fit matches the known input
spectrum much more closely. The reason for this differ-
ence may be related to the lack of sharp edges in the
bright band which would tend to help define the bright-
band position for the edge fit. Even the Gaussian fit does
not exactly match the input profile, however, for reasons
discussed below.

The second reason for the poorer accuracy of the
edge-fit analysis is averaging along the surface in the

Fig. 5. ~a! Great-circle ice surface profile from the 10-mode simulation of Fig. 3b; ~b! unfolded bright band and edge-fit profile
~thin white line! from the simulation of Fig. 3b; ~c! unfolded bright band and Gaussian-fit profile ~thin white line! from the
simulation of Fig. 3b. The horizontal axis is azimuth angle from 0 to 360 deg, and the vertical axis is radius. The vertical
scale varies in these plots.
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direction of the optical axis. Figure 6 is a map of bright-
band radius versus polar angle on the ice surface ~rela-
tive to the z-axis in Fig. 2!, showing where rays which
contribute to the bright band at a particular radius have
intersected the ice surface. Each radius of the bright band
consists of many rays which have intersected the ice
surface at various polar angles; for this example of an
f04 diffuse backlight and f04 imaging, a particular radius
in the shadowgraph bright band corresponds to light which
reflects off the ice surface over a;12-deg-wide circular
ribbon symmetric about the z-axis in Fig. 2. Surface struc-
ture on the ice surface along this direction ~particularly
with mode numbers greater than ;30, corresponding to
the 12-deg width! will therefore broaden the bright band
and the edge fit will track the inner edge of this broad-
ened distribution. This adds spurious power to higher
surface modes by confusing structure in the polar direc-
tion with structure in the azimuthal direction.

This effect is illustrated in Fig. 7, which shows a
known great-circle ice surface profile for a 40-mode two-
dimensionally rough simulation ~that of Fig. 4e! to-
gether with linearly unfolded shadowgraph bright bands
and the corresponding Gaussian- and edge-fit profiles.
The edge-fit tracks scattering artifacts in the bright band
along the lower boundary which do not correspond to
actual great-circle-plane ice surface features along the
azimuth, but rather correspond to structure in the polar
direction which has been averaged, resulting in a locally
broadened band. The Gaussian fit, in contrast, is less

affected by polar averaging, and tracks the center of the
distribution regardless of its width. This averaging does
affect the absolute accuracy of the Gaussian fit, how-
ever, and is likely to be the reason why the Gaussian-fit
power spectrum does not exactly match the input spec-
trum in two-dimensionally rough simulations ~this is ob-
vious, e.g., in Fig. 5!.

IV. PROGRESS TOWARD IMPROVED
D-T ICE CHARACTERIZATION

Based on the simulation work described above, we
believe that diffuse-backlit shadowgraphy is a valid di-
agnostic of currently achievable D-T ice surface power
spectra for great-circle mode numbers at least as high as
40, and probably6 as high as 80, provided a Gaussian
centroid position fit is used to define the local bright-
band radius. We also find that the edge-fit previously
used to define the local bright-band radius yields errone-
ously high power and overestimates the total rms by
factors as large as 2; as a corollary, we find that experi-
mentally produced ice surfaces are smoother than were
once believed.

Despite these successes, there are several reasons to
seek improved optical metrology techniques. Imaging
with a diffuse backlight naturally increases polar aver-
aging and eliminates any one-to-one correspondence be-
tween bright-band position and ice thickness in a single
perpendicular plane ~see Fig. 6!. This averaging broad-
ens the bright band, degrades the achievable position-
fitting precision, and limits our ability to observe and
diagnose short scale-length features. In addition, ex-
tremely smooth ice surfaces will become increasingly
difficult to quantitatively diagnose since the radial vari-
ations in the bright-band position will become too small
to observe. Finally, we anticipate a need to characterize
D-T ice surfaces in situ, in a cylindrical radiation case ~a
hohlraum! in the NIF target chamber prior to an ignition
experiment, and restricted access to the capsule will con-
strain our ability to utilize existing characterization
techniques.

One simple improvement to current backlit shadow-
graphy is to use a collimated backlight rather than a dif-
fuse backlight. Figure 8 shows SHELL3D simulated
sections of a bright band which would be observed from
the same ice surface under f04 diffuse backlight condi-
tions and under collimated ~e.g., laser! backlight condi-
tions. The collimated-backlight geometry clearly produces
a sharper bright band, the position of which can be de-
fined more precisely. Perhaps more importantly, how-
ever, the effects of polar averaging are minimized in the
case of a collimated backlight, and a one-to-one relation-
ship can be identified between ice surface features in a
single perpendicular plane and features in the bright band,
particularly along the outer edge ~see Fig. 9!. This suggests

Fig. 6. Points corresponding to rays which appear at a partic-
ular radius in the bright band and which have reflected
off the inner ice surface at a particular polar angle
relative to the z-axis of Fig. 2. This particular example
is for an f04 diffuse backlight and f04 imaging, a 2-mm-
diam capsule, a 30-mm-thick shell, and a 150-mm-
thick ice layer. The bright band clearly averages over a
;12-deg-wide circular ribbon in this case.
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that higher-frequency spatial structure will be more eas-
ily observed at the outer edge of the bright band using a
collimated backlight geometry, provided the ice surface
quality is sufficiently good to avoid bifurcations such as
those apparent in Fig. 8.

We also note that most shadowgraphs ~e.g., Fig. 4c
and 4e! clearly show inner bands which are weaker but
more distorted than the bright band. These bands result
from other multiple-reflection ray paths, and appear vi-
sually to be more sensitive indicators of ice-surface asym-
metry than the bright band itself; however, the more
complicated ray paths suggest that discerning a quanti-
tative correspondence between inner-band structure and
ice surface structure will be challenging. Additionally,
the central portions of the shadowgraphs ~e.g., in Fig. 3b!
show mottled structure which is clearly related to ice
surface asymmetry; this structure may provide addi-

tional surface-quality information ~particularly with a
collimated backlight!, though again the quantitative cor-
respondence will probably be difficult to discern.

Finally, we note that bright-band transmission inter-
ferometry might be utilized to provide ice surface-
quality information. A simple implementation of this
technique would be to interfere a plane-wave reference
beam with a collimated-backlight shadowgraph image;
in this case, the ray paths are already understood from
the above analysis, and the quantitative correspondence
between bright-band phase and surface structure is
straightforward to derive for a given shell thickness, nom-
inal ice thickness, and capsule diameter. In Fig. 10 we
show a simulated bright-band interferogram, obtained
by interfering a shadowgraph image ~that of Fig. 3b!
with a plane-parallel reference beam. The bright-band
phase varies significantly in azimuth and radius, and this

Fig. 7. ~a! Great-circle ice surface profile from the 40-mode simulation of Fig. 4e; ~b! unfolded bright band and edge-fit profile
from the simulation of Fig. 4e; ~c! unfolded bright band and Gaussian-fit profile from the simulation of Fig. 4e.
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phase correlates to the same surface structure which af-
fects the radial position of the peak bright-band intensity
~in this particular case, one wave of phase corresponds
to 1.4 mm of ice-thickness radial variation!. These phase

variations may be more easily measured than radial vari-
ations of the position of the bright band, particularly for
cases where the ice surface is nearly perfect. We are
working toward developing phase unwrapping software
which can be used to analyze bright-band interfero-
grams, and we hope to perform experiments to develop
this and other ice surface characterization techniques in
the near future.

V. SUMMARY AND CONCLUSIONS

In summary, we have developed a numerical ray-
trace model to investigate backlit imaging of a trans-
parent spherical shell having a lower-index ice layer
adhering its inner surface. This geometry corresponds
to future ICF ignition targets, where a D-T ice layer is
contained within a spherical ablator shell. This applica-
tion places stringent demands upon the surface quality
of the D-T ice layer, and we have used our raytrace model
to quantify the limitations of backlit shadowgraphy as
a diagnostic of the quality of this ice surface. We find
that conventional diffuse-backlit shadowgraphy is a re-
liable diagnostic of the mode spectrum of ice-surface

Fig. 8. Segment of the bright-band structure; ~a! uses a diffuse
backlight, while ~b! uses a collimated backlight. The
collimated backlight produces a sharper bright band,
the position of which can be more precisely defined.

Fig. 9. Points corresponding to rays which appear at a partic-
ular radius in the bright band and which have reflected
off the inner ice surface at a particular polar angle
relative to the z-axis of Fig. 2. This particular example
is for a collimated backlight and f04 imaging, a 2-mm-
diam capsule, a 30-mm-thick shell, and a 150-mm-
thick ice layer. The inner edge of the bright band
averages over a ;3-deg-wide circular ribbon in this
case, while the outer edge of the bright band tracks a
single trace along the ice surface.

Fig. 10. Simulated transmission interferogram of a two-
dimensionally rough ice surface with 10 LM-modes
of asymmetry, using a collimated backlight but other-
wise using the same model parameters as used for the
simulated diffuse-backlight shadowgraph shown in
Fig. 3b. Phase information in the bright band relates
to optical path length difference; this can be related to
surface roughness and can perhaps be observed more
easily than radial position variations.
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imperfections for mode numbers as high as 80 provided
the radial position of the TIR bright band, formed by
light reflecting off the inner ice surface at grazing angles
of incidence, is defined with a Gaussian centroid fit, and
we use our model to investigate the limitations of the
technique due to bright-band position fitting errors and
due to polar averaging related to the numerical aperture
of the diffuse backlight. We also explore various alter-
native optical metrology diagnostics based upon backlit
imaging, and we suggest that improved diagnostic accu-
racy might be obtained using a small numerical-aperture
backlight and by making use of information contained in
other parts of the backlit image. Finally, we suggest that
backlit optical interferometry may be a very sensitive
metrology tool for this application, and we present sim-
ulated wrapped-phase maps illustrating the principle.
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